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a  b  s  t  r  a  c  t

A  bivariate  correlated  Student  distribution  is  applied  to full  wine  bottle  diamagnetic  screening  mea-
surements.  Previous  work  involving  a  limited  number  of  rare wines  indicated  that  like  wines  cluster  in
a  plot  of  the  first  two  principal  component  scores  derived  from  a covariance  matrix  of the  diamagnetic
screening  measurements.  This  study  extends  the  approach  to  a much  larger,  statistically  meaningful  sixty
eywords:
rincipal component analysis
ivariate  correlated Student distribution
tatistics
iamagnetic
ine

bottle  wine  library  where  bivariate  statistics  are  used  to  comment  on the  measured  data.  The  full bottle
diamagnetic  screening  of thirty-six  identically  labeled,  sealed  bottles  of  wine  obtained  from  four  differ-
ent  sources  combined  with  principal  component  analysis  data  reduction  followed  by  treatment  with  a
bivariate  distribution  permit  the  effect  of  wine  transport  and  storage  to be  observed.  The  usefulness  and
future  success  of  the method  towards  the  identification  of  counterfeit  wines  is mentioned.

© 2011 Elsevier B.V. All rights reserved.
. Introduction

The wine industry has long sought a way to authenticate their
roducts. The ease associated with counterfeiting wine, often

nvolving minimal bottle, wine, and cork expense, coupled with the
undreds of percent investment return has resulted in an explosion
f counterfeit bottles entering the market [1–3]. As auction houses
ave been held legally liable for the distribution of counterfeit wine
4], the need for authentication is a priority for the wine industry.
he use of modern analytical instrumentation in wine fingerprint-
ng is an attractive way to authenticate wine [5–15]. This can be
ccomplished by comparing chemical concentration results for a
otential counterfeit wine to known authentic standards. Although

n practice these approaches can separate different wine vintages
nd thus presumably identify counterfeit wine, all of the meth-
ds are destructive and require that the wine bottle be violated to
btain a sample for analysis. As opening or piercing the collectible
ine bottle immediately ruins the investment, the wine indus-

ry has introduced external anti-counterfeiting measures to sealed
ottles such as proprietary invisible inks [16], holographic images
17], and laser etching [18]. Although these efforts are effective
eterrents for the counterfeiting of newly bottled wine, they do not
ddress either older wine bottled before these external container

odifications were introduced or refill counterfeiting [19].
In  response to the need for a way to noninvasively and nonde-

tructively screen full intact bottles of wine for counterfeits, devices

∗ Corresponding author. Tel.: +1 530 754 7550; fax: +1 530 752 8995.
E-mail  addresses: augustin@chem.ucdavis.edu,  maugust@ucdavis.edu

M.P.  Augustine).

039-9140/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2011.12.068
that probe the wine dependent electric and magnetic susceptibility
were constructed [20,21]. At low frequencies these susceptibil-
ities are sensitive to the specific concentrations of organic and
inorganic molecules and ions in bottled wine. These amounts
depend on the viticultural and enological wine history – proper-
ties that afford region and vintage specific information. Both of
these approaches work by measuring the amplitude and phase
difference between the applied and measured time dependent
electric or magnetic fields induced in the wine bottle by the
generated electric polarization or magnetization. Up to several
thousand amplitude attenuation and phase retardation values in
the 500 kHz < � < 30 MHz  frequency range are obtained from a
homebuilt magnetic screening device [21]. Principal component
analysis (PCA) is applied to this large data set to reduce dimen-
sionality. To date, truncation of the PCA treated data to just the first
two  principal components

−−→
PC 1 and

−−→
PC 2 recovers 94% of the entire

data set variance in the worst case. In other words, even though
thousands of data points describing the behavior of either the low
frequency electric or magnetic susceptibility of bottled wines in a
massive collection or library are measured, PCA reduces the amount
of data to just two points for each bottle studied. This information
corresponds to projections of the measured data for a given bot-
tle onto the first two  principal components

−−→
PC 1 and

−−→
PC 2 for the

entire library. A two dimensional plot of these principal component
scores, PC1 and PC2, leads to clustering of the data for identical full
bottles of wine. Specifically, PCA transformed and reduced data for
identical wines, those from the same vineyard, type, and vintage,

cluster in a PC1 and PC2 scores plot while different wines cluster in
other regions of the PC1 and PC2 scores space [20,21]. Comparison
of a potential counterfeit wine bottle to library results containing
a collection of known authentic bottles will lead to a point on the
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Fig. 1. Example PC1 and PC2 score subset with equiprobability contours corre-
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ponding  to correlated and uncorrelated distributions. The solid and dashed ellipses,
espectively, correspond to the same probability contours for a correlated and an
ncorrelated Gaussian distribution.

C1 and PC2 scores plot. The bottle is a member of the appropriate
ata cluster in the case that the suspect bottle is authentic and is
ot a member if the suspect bottle is a counterfeit.

To date fairly small collectible wine libraries have been studied
ith these noninvasive wine screening approaches as the emphasis

f previous work involved exploring the potential of low frequency
ielectric and diamagnetic studies in rare wine analysis [20,21].
he limited library size permitted visual arguments regarding sus-
ect counterfeit bottle membership to known authentic wine data
lusters. Unfortunately, these empirical arguments reveal nothing
bout the statistical certainty of the membership of a potential
ounterfeit wine data point to an authentic wine data cluster in
he PC1 and PC2 scores plot. Both K-means clustering [22] and hier-
rchal analysis [23] are popular statistical methods often applied
o data cluster problems but neither of these two approaches is
seful here as they screen data with the purpose of identifying clus-
ers. This information is already known as the electric and magnetic
ata for wines of like vineyard source, type, and year defines clus-
ers in the PC1 and PC2 scores plot. What is required is a way  to

athematically and statistically define data cluster attribution or
embership. The approach discussed below uses the PC1 and PC2

cores corresponding to a collection of known identical authentic
ines to establish a cluster membership probability. Comparison

f the PC1 and PC2 scores for a suspect counterfeit bottle to this
uthentic wine probability map  yields a statistically sound estimate
f the suspect bottle authenticity.

Common  approaches toward the application of statistical clus-
er attribution employ uncorrelated statistics. These are often
ustified with the claim that PCA uncorrelates the principal com-
onents [24]; the correlation coefficient of the transformed data
oes to zero for the entire dataset. However, there is nothing that
recludes the formation of correlated clusters within a principal
omponent scores plot for portions of the data set. Since this appli-
ation demands the definition of a statistical certainty for individual
lusters within the entire PC1 and PC2 score space instead of a sta-
istical description of the entire PC1 and PC2 dataset, correlated
tatistics are required. Fig. 1 visually demonstrates the statistical
rror introduced by the application of uncorrelated statistics to a
ubset of a synthetic PC1 and PC2 score distribution. The numer-
cal and statistical details of the contours or ellipses overlaid on
he synthetic PC1 and PC2 score distribution in Fig. 1 will be dis-

ussed in detail later in connection with real data. Both ellipses
efer to the same probability. Specifically, any given point along
hese curves has an equal probability of belonging to the clus-
er. The solid and dashed ellipses correspond to the application of
89 (2012) 484– 489 485

correlated and uncorrelated statistics to the PC1 and PC2 score
cluster, respectively. Any point along the solid ellipse is the same
distance from the correlated cluster and thus has the same prob-
ability of belonging to the cluster. The same empirical argument
applied to the dashed ellipse reveals that some parts of the uncor-
related equal probability dashed line actually have a lower or higher
position dependent probability of belonging to the cluster. This
graphical comparison suggests that the application of uncorrelated
statistics falsely presumes that a PC1 and PC2 score close to the
cluster will have the same statistical membership probability as a
score displaced from the cluster. This is an error too significant to
retain statistical integrity.

The  next section describes the application of bivariate statistics
appropriate for statistically limited amounts of data to this wine
screening approach. The statistical protocol is then applied to PC1
and PC2 score clusters determined from full bottle diamagnetic
screening data for a thirty-six bottle wine library. These bottles
are comprised of three, twelve bottle sets of different vintage wine
with known viticultural and enological history. The combination of
noninvasive full bottle wine analysis [21], PCA data reduction, and
the statistical method described in the next section were collec-
tively used to explore the effects of transportation and storage on
one of these twelve bottle sets. Twenty-four additional bottles of
the same vintage and type of wine were obtained from three differ-
ent sources and diamagnetically screened. The resulting amplitude
and phase data were treated with PCA and statistically examined
to glean insight into the relationship between measured data, wine
history, transportation, storage, and the ability of the full bottle
hardware to identify counterfeit wine.

2. Statistical analysis

As  mentioned above, PCA treatment of measured full bottle
dielectric and diamagnetic data leads to like wine clustering in the
PC1 and PC2 scores two-dimensional space. Combining this fact
with the limited number of available authentic wines n ≈ 2–5, a
number much less than the n > 29 samples necessary to permit
application of Gaussian statistics, prompted the use of the bivariate
correlated Student distribution

P(PC1, PC2) =
∣∣˙−1

∣∣1/2

2�

⎛
⎝1 +

2,2∑
i,j=1

(˙−1)i,jPCiPCj

n

⎞
⎠

−(n+2)/2

(1)

to  measured data clusters in the PC1 and PC2 score plot. The PCi
and PCj principal component scores in Eq. (1) correspond to the
projection of the measured data onto the

−−→
PC 1 and

−−→
PC 2 principal

components,  n is the number of wines in the library, and the scaling
matrix is

˙  =
[

�PC1PC1 ��PC1 �PC2
��PC1 �PC2 �PC2PC2

]
. (2)

Since  only two principal components are used in this analysis, the
definition of the PC1 and PC2 score labels on the variance and stan-
dard deviations in Eq. (2) as x and y, respectively allows the PC1
standard deviation to be written as

�x = 1√
n − 1

n∑
i=1

∣∣xi − x̄
∣∣ (3)

with  a similar definition for �y, the PC2 score standard deviation.
Likewise the PC score variance is
1

�xx = 1
n − 1

n∑
i=1

(xi − x̄)(xi − x̄)  (4)
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ith a similar expression for the PC2 variance �yy. Finally, the PC1
nd PC2 score covariance is

xy = 1
n − 1

n∑
i=1

(xi − x̄)(yi − ȳ),  (5)

nd  the correlation is defined as � = �xy/�x�y. Application of these
efinitions to the scaling matrix in Eq. (2) and the bivariate corre-

ated Student distribution in Eq. (1) followed by expansion of the
um in Eq. (1) yields

(x,  y) = 1

2�
√

−(�2 − 1)�xx�yy

×
[

n(�2 − 1)�xx�yy − x2�yy + 2xy��x�y − y2�xx

n(�2 − 1)�xx�yy

]−(n+2)/2

(6)

n  the original two dimensional PC1 and PC2 scores space. The vol-
me under the P(x,y) distribution shown in Eq. (6) bounded by a
onstant P(x0,y0) contour can be used to attach statistical signifi-
ance to measured data. Unfortunately, the P(x,y) distribution as
ritten in Eq. (6) is not immediately amenable to the calculation

f this volume or membership likelihood as the equal probability
ontour defined by P(x0,y0) surrounding the peak of the P(x,y) dis-
ribution is not single valued. To accomplish this integration and to
void handling multi-valued, ill defined functions, the distribution
n Eq. (6) is re-expressed in terms of the Eigen basis of the scaling

atrix  ̇ as

(X,  Y) = 1
2��X�Y

{
1 + 1

n

[(
X

�X

)2
+

(
Y

�Y

)2
]}−(n+2)/2

(7)

here  the capital X and Y letters label the independent variables
nd �X and �Y are the uncorrelated standard deviations along these
wo coordinates. They are given by the eigenvalues of the scaling

atrix as

�2
X = �XX = 1

2

(
(�xx + �yy) −

√
4�2

xy + (�xx − �yy)2

)

and

�Y
2 = �YY = 1

2

(
(�xx + �yy) +

√
4�2

xy + (�xx − �yy)2

)
.

(8)

n  the n → ∞ limit the P(X,Y) distribution shown in Eq. (7) reduces
o a two dimensional Gaussian peak with standard deviations �X

nd �Y along the X and Y coordinates, respectively. Rearrangement
f Eq. (7) in terms of the constant P(X0,Y0) gives the ellipse defined
y

X

�X

)2
+

(
Y

�Y

)2
= n[(4�2P(X0, Y0)2�XX�YY )

−1/(n+2) − 1] (9)

hen  written in this way a particular choice of P(X0,Y0) generates
n elliptical contour surrounding the P(X,Y) distribution function
eak. The volume of this peak within the elliptical contour, referred
o here as � and defined by the constant P(X0,Y0), can be used to

ake statistically significant comments regarding membership of
xperimental data for suspect counterfeit wines to principal com-
onent data clusters for known authentic wine. The volume of
(X,Y) within the region bounded by the P(X0,Y0) elliptical contour
r equivalently the value of � can be determined by using Eq. (9) to
olve for the limits of integration over Y in terms of X as

± = ±�Y

√
n[(4�2P(X0, Y0)2�XX�YY )

−1/(n+2) − 1] −
(

X

�X

)2
(10)
he integration limits for X are similarly determined as

± = ±�X

√
n[(4�2P(X0, Y0)2�XX�YY )

−1/(n+2) − 1] (11)
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from Eq. (9) by solving for X with Y = 0. The value for � is then given
by

� = 1
��X�Y

∫ X+

0

∫ Y+

Y−

{
1 + 1

n

[(
X

�X

)2
+

(
Y

�Y

)2
]}−(n+2)/2

× dYdX × 100 (12)

When X+ and Y+ are extended to +∞ and Y− is extended to −∞,
� = 100% meaning that the elliptical contour contains the entire
distribution. Finite values of these integration limits yield � < 100%.

3. Experimental

A wine library containing sixty sealed, full, intact bottles of
Pianetta wine were prepared. Thirty-six of these bottles correspond
to three sets of twelve bottles of the 2005 Cabernet Sauvignon, the
2006 Cabernet Sauvignon, and the 2006 Petite Syrah. All of the bot-
tles in these sets were obtained directly from the winery. The grapes
used to prepare each of these separate wines were from the same
separate areas of the vineyard. The casks used for each of the sep-
arate wines were identical and, following bottling, were stored in
a cellar at 14 ◦C and 61% humidity. Twenty-four additional bottles
of the 2005 Cabernet Sauvignon divided into one set of twelve bot-
tles and two  sets of six bottles were obtained from three additional
sources. The set of twelve bottles was obtained from a collector that
transported the bottles from the winery prior to storage at atmo-
spheric conditions in Fremont, CA. The two  additional sets of six
bottles were obtained from wine merchants in Salinas, CA and Mon-
terey, CA. Nothing is known about the transportation and storage
history of the two six bottle sets.

The diamagnetic absorption characteristics for all sixty bottles
were obtained using a noninvasive, nondestructive full bottle mag-
netic susceptibility based wine screening device described in detail
elsewhere [21]. Here the amplitude attenuation and phase retarda-
tion of an applied oscillating magnetic field at fifteen frequencies
in the 500 kHz < � < 30 MHz  range yielded thirty experimental data
points for each bottle and served as input for PCA.

All PCA calculations and data handling were accomplished with
MATLAB while the statistical methods used to establish the data
confidence limits described in Section 2 above were implemented
with Mathematica.

4.  Results

A summary of the PC1 and PC2 scores for the three sets of twelve
bottles obtained directly from the Pianetta winery is shown in Fig. 2.
The crosses, open inverted triangles, and open lozenges in Fig. 2,
respectively correspond to the PC1 and PC2 scores for the 2005
Cabernet Sauvignon, the 2006 Cabernet Sauvignon, and the 2006
Petite Syrah. A comparison of the PC1 and PC2 scores for the addi-
tional three sets of the 2005 Cabernet Sauvignon obtained from
other sources to the PC1 and PC2 scores for the winery acquired
wine is provided in Fig. 3. The crosses shown in Fig. 3(a) again per-
tain to the twelve bottles of the 2005 Cabernet Sauvignon obtained
directly from the winery while the “X” symbols correspond to
experimentally determined PC1 and PC2 scores for the twelve bot-
tles of 2005 Cabernet Sauvignon acquired from the private wine
collector. The inset in Fig. 3(a) is a uniform expansion of the PC1
and PC2 score axes to aid in data cluster visualization. The open
circles and squares shown in Fig. 3(b) correspond to the PC1 and
PC2 scores for the two sets of six bottles of the 2005 Cabernet

Sauvignon obtained from the Salinas, CA and Monterey, CA based
wine merchants. A summary of the PC1 and PC2 scores for the
entire set of 2005 Cabernet Sauvignon measurements is provided in
Fig. 3(c). The ellipses shown in Figs. 2 and 3 were generated using a
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Fig. 2. Principal component scores plot corresponding to three sets of twelve bot-
tles of Pianetta wine obtained directly from the winery. The crosses, open inverted
triangles,  and open lozenges, respectively, correspond to the first two  principal com-
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Fig. 3. Principal component scores plots comparing PCA reduced full, sealed bot-
tle diamagnetic screening data for the Pianetta 2005 Cabernet Sauvignon obtained
from  four different sources. The cross and “X” symbols in Fig. 3(a) and (c), respec-
tively, correspond to bottles acquired directly from the winery and from a private
wine  collector. The open circles and open squares in Fig. 3(b) and (c) pertain to bot-
tles obtained from wine merchants in Salinas, CA and Monterey, CA, respectively.
onent scores for PCA reduced full, sealed bottle diamagnetic screening data for the
005 Cabernet Sauvignon, the 2006 Cabernet Sauvignon, and the 2006 Petite Syrah.
he 0.5% ellipse shown as the solid line was generated from the data shown in Fig. 3.

athematica algorithm that implements the bivariate correlated
tudent distribution statistics described in Section 2. The value

 = 95% was used to calculate the ellipses shown in Fig. 3(a) and
b) while � = 99.5% for the ellipse shown in Fig. 3(c) and reproduced
n Fig. 2.

.  Discussion

Application of PCA to a set of identical sealed wine bottles
nstead of a library of different wines may  seem attractive as sig-
ificantly fewer data points are required and the resultant PCA
ransformed data would be inherently uncorrelated. This approach
ould eliminate the need for the statistical analysis used here.
owever, proceeding in this way is unattractive as a fingerprint-

ng method. Restriction of the library to just one member limits
he characterization of the cluster to just two values, �x and �y.
n the other hand, consideration of the full library in the analysis
xpands the number of characteristic values to five corresponding
o �x, �y, �, and the centroid x and y values. As the robustness of any
dentification method is proportional to the number of measured
ariables, full library analysis is the more informative method.

The  combination of full bottle diamagnetic screening with PCA
o separate different vintage and type of wine for twelve bottles
ach of three different vintages of Pianetta wine obtained directly
rom the vineyard is shown in Fig. 2. Despite the fact that the 2005
nd 2006 Cabernet Sauvignon have the same color, texture, and
aste established by sampling the bottle contents, the approach
asily separates these wines based on cluster positions in the PC1
nd PC2 scores plot provided in Fig. 2. The 0.5% probability ellipse
hown in Fig. 2 will be discussed below. Fig. 2 demonstrates that
he method is capable of easily separating wines obtained from
he same vineyard. It is interesting to note that the PC1 scores
or the two Cabernet Sauvignons group together. This observation
s reasonable as the wines are from the same vineyard. Overall,
he constituents in the wine are the same; the type of grape and
he location of the patch of grapes did not change. The noticeable
hanges in Cabernet Sauvignon PC2 score could be related to annual
ariations in weather, fertilizer used during growth, fruit treatment
uring harvesting, etc. An understanding of this effect is the subject

f ongoing work.

The  wines in this estate stored library were prepared with
rapes from the same vineyard area, fermented in the same cask,
nd stored in the same proper way. If the full bottle diamagnetic
The  5% ellipses shown in (a) and (b) and the 0.5% ellipse shown in (c) were gen-
erated with a Mathematica algorithm that implements the statistics described in
Section 2.

screening approach can successfully identify and essentially finger-
print collectible wine then the PC1 and PC2 score cluster for a given
wine must be resolved from the PC1 and PC2 score clusters for other
wines. Mechanisms not present in this estate wine library such
as the effects of transport and storage, parameters that are often
unknown prior to purchase of a collectible wine, can broaden the
PC1 and PC2 score cluster distribution for a given wine. This effect
can potentially interfere with wine comparisons using the suscep-
tibility approach as PC1 and PC2 score clusters for different wines
may no longer be resolved. The comparison and statistical analysis

of estate stored wine PC1 and PC2 score clusters to those PC1 and
PC2 score clusters for the same wine obtained from other sources
with different transport and storage history is used to address this
issue.
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Twenty-four additional Pianetta 2005 Cabernet Sauvignon bot-
les from three different sources were used to increase the size of
he estate wine library and to evaluate the effects of wine trans-
ort and storage on the measured results. It is likely that the three
lternative sources for the Pianetta 2005 Cabernet Sauvignon ade-
uately mimic  anticipated conditions of rare collectible wine where
he history of the wine prior to purchase is often not available or
ven known. One source, the private wine collector, probes the
ffect of PC1 and PC2 cluster distribution on known transport and
torage history. Here wine was transported by automobile at room
emperature from the Pianetta winery in Paso Robles, CA to Fre-

ont, CA in 2006 and stored on a shelf subject to atmospheric
emperature and humidity variations appropriate for Fremont, CA.
othing is known about the transport and storage history of the
ianetta 2005 Cabernet Sauvignon bottles obtained from the wine
erchants in Salinas, CA and Monterey, CA other than the fact that

he wines were shipped from the merchant to the corresponding
uthor’s laboratory over the course of one week. Presumably these
ines were either shipped to or transported by automobile from

he winery to the merchant locations and upon reaching the mer-
hant were appropriately stored in a temperature and humidity
ontrolled cellar.

The  PC1 and PC2 score comparisons show that the narrowly
istributed PC1 and PC2 score cluster for the estate stored wine
roadens when different transport and storage scenarios are

ncluded. It is surprising that the smallest increase in PC1 and PC2
core cluster distribution, seen in Fig. 3(a), corresponds to the wine
mproperly stored at atmospheric conditions while the larger PC1
nd PC2 score cluster distribution increases, seen in Fig. 3(b), are
bserved for wines acquired from professional wine merchants.
he storage argument for the increase in PC1 and PC2 score clus-
er distribution of the merchant wine may  also be valid. However,
he increase in PC1 and PC2 score cluster distribution size for the

erchant wines in comparison to the smaller cluster size for the
rivate collector wine in Fig. 3(a) suggests that wine storage is not
he cause of the increased cluster size shown in Fig. 3(b). Rather, it
s likely that the increase PC1 and PC2 score cluster distribution size
or the merchant wines shown in Fig. 3(b) are transport dependent.
pecifically, the merchant bottles were shipped at least once and
he details regarding temperature, humidity, and bottle handling
re unknown.

Although transportation seems to broaden the cluster size for
he merchant wines, it is interesting to note it appears to have little
mpact on the orientation of the ellipse. Comparison of the mer-
hant ellipses in Fig. 3(b) to the estate stored wine ellipse in Fig. 3(a)
llustrates that the orientation of the ellipse has not changed. On the
ther hand, the orientation of the private collector wine ellipse in
elation to the estate wine has changed. As seen in Eq. (6), �, more
pecifically the covariance �xy, controls the ellipse orientation. This
uggests the correlation between PC1 and PC2 is consistent with
ine transport.

The  data cluster ellipses can be used to assign statistical mem-
ership probability for a suspect wine. If the PC1 and PC2 score for

 suspect wine bottle, not in the original library or cluster distri-
ution, lies within the ellipse it is a member of the cluster and

ikely an authentic wine. If, in the case of Fig. 3(a) and (b), the
uspect wine bottle PC1 and PC2 score lies outside of the ellipse
here is only a 5% probability that the bottle is a member of the
luster or equivalently that the suspect bottle is a different wine
r a potential counterfeit. This statistical analysis suggests that
he use of estate stored wines to generate authentication finger-
rints to identify counterfeit wines could lead to misleading results

s all of the alternative source wines yield PC1 and PC2 scores
utside of the estate stored wine ellipse as shown in Fig. 3(a)
nd (b). It is the diamagnetic screening of known authentic col-
ectible wine with different transport and storage history, factors
89 (2012) 484– 489

automatically  embedded in rare wine collections, that appropri-
ately broadens the PC1 and PC2 score cluster distribution to provide
an adequate comparison cluster for wine fingerprinting. This pro-
cedure is accomplished in Fig. 3(c) where a statistically generated
ellipse with � = 99.5% is included for all thirty-six bottles of the
Pianetta 2005 Cabernet Sauvignon. In this case if the PC1 and PC2
score for an additional bottle lies within the ellipse it is a mem-
ber of the cluster or authentic whereas if the PC1 and PC2 score
lies outside the ellipse there is only a 0.5% probability that the sus-
pect wine belongs to the cluster or that the wine is different or a
counterfeit.

The roughly order of magnitude increase in probability ellipse
size recognized when including the effects of alternative wine
source on the estate wine PC1 and PC2 score cluster illustrated in
the comparison of Fig. 3(a) and (c) does not in any way preclude the
separation and identification of different Pianetta wines. Although
Fig. 3 suggests that transport and storage can dramatically effect a
given wine PC1 and PC2 score cluster size, the PC1 and PC2 score
scales in Fig. 2 in comparison to those in Fig. 3 make the effects of
transport and storage insignificant when comparing different vin-
tage wine from the same vineyard. To illustrate this comment, the
0.5% ellipse shown in Fig. 3(c) is appropriately scaled and overlaid
on the PC1 and PC2 scores plot in Fig. 2.

Finally, it is worth commenting on the applicability of the
bivariate correlated Student distribution to PC1 and PC2 scores
determined from the full bottle diamagnetic screening device. This
distribution function is appropriate for Gaussian like distributed
data. In principal, the data obtained with this full bottle approach
should be distributed in a Gaussian like fashion but in practice
the PC1 and PC2 scores appear to be randomly distributed about
some average PC1 and PC2 score value. In the case where abbrevi-
ated n < 10 libraries are used one could argue that an inadequate
sampling is the source of an apparent random distribution. This
effect should be absent in the n = 36 bottle library data reported in
Fig. 3(c), however, along with clustering there is a non-Gaussian
component to the data distribution. The data clustering effect is
what was  used to compare the three wine vintages in Fig. 2. Each
vintage is statistically separate because the data for the vintage is
a subset of the entire library. This is an acceptable consequence
because each vintage has unique qualities that separate it from
the other vintages. The same logic can be applied to compare
bottles within a given vintage. The estate stored, merchant and pri-
vate collector wines were all handled differently leading to small
variations in their PC1 and PC2 scores. Thus although n = 36 dif-
ferent bottles of the same wine were examined, at most only
12 have a common history. Since this number is less than the
n > 29 necessary to display Gaussian clustering behavior it is likely
that inadequate sampling is the origin of the apparent random
distribution.

6. Conclusion

The purpose of this study was to apply bivariate correlated
Student distribution statistics to PCA reduced, full wine bottle, dia-
magnetic screening data. Here different Pianetta wine varieties
obtained directly from the winery and three additional sources
were used along with a recently developed wine screening device
and PCA data reduction to explore the effects of transport and stor-
age on sealed bottles of wine. Although the well separated PC1
and PC2 principal component score cluster distributions for differ-
ent vintage and type of wine broaden when transport and storage

effects are present, the mean cluster separation in the PC1 and PC2
score space remains significant enough to enable the determina-
tion of different wines and hence the identification of potential
counterfeit wines.
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